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Focus of This Research

We focus on addressing
the limited bandwidth problem
In multi-agent communication

by message pruning(MP).




Basic ACML (w/o MP)

» ACML combines the merits of the existing methods.
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Figure 1. The proposed ACML. For clarity, we illustrate this model
with a two-agent example. All components are implemented by DNN.
The red arrows indicate the message exchange process.




Gated-ACML (w/ MP)

» Gated-ACML applies a gating mechanism to adaptively identify less
beneficial messages (for the agent team) and thus to adaptively

prune these messages.

Figure 2: The actor part of Gated-ACML. For clarity, we
only show one agent’s structure; we do not show the
critic part because it is the same as that of ACML.
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To make the above design work, a suitable p must
be trained for each observation, otherwise
Gated-ACML may degenerate to ACML in the
extreme case where I(p > 0.5) = 1.

However, as the indicator function g < I(p > 0.5) is
non-differentiable, it makes the end-to-end
backpropagation method inapplicable.

To bypass the training of the non-differentiable
indicator function, we train the input p directly by
the auxiliary task technique (ICLR 2016), which
provides training signal for p explicitly.




Gated-ACML (w/ MP)

» Because we want to prune the messages on the premise of
maintaining the performance (

), we design the following auxiliary task.

(D Let p indicate the probability that AQ (o) = Q(o,a®) — Q(o,a’) is larger than T.

@ In this setting, the true label of this auxiliary task can be formulated as:

Y(0) =1(Q(< 0;,af > <6_;,d% >)—Q(<o,al ><6_,d5;,>)>T)

3 Then we can train p by minimizing the following loss function:
Lo,, (0:) = =Eo,[Y (0)logp(0:[6,p,) + (1 = Y (0))log(1 — p(0:[60p )]

The insight: If AQ(o) is really larger than T (i.e., a® can obtain at least T Q-values that a’, and Y(o) = 1), the
network should try to generate a probability p that is larger than T,, = 0.5 to encourage communication.
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Key Implementation

» The training method relies on correct labels of the auxiliary task.
Y(0) =1(Q(< 0y, af >,<d_;,d% >)—Q(< o, al ><38_;,d;>)>T)

> Q(o,a%) and Q(o,a’) can be estimated by setting g=1 and g=0, respectively.

» For T, we propose two methods to set a fixed T and a dynamic T.

» The moving average to set a dynamic T
> T, =0-BTe1 + B (Qt(< op,af >,<08_;,d% >) — Q< 0;,af > < d_;,dt, >))

» Advantage: Y(o) becomes an adaptive training label even for the same observation o. This is very
important for the dynamically changing environments.

» Pre-calculating to set a fixed T
> First, sort the AQ (o) of the latest K observations encountered during training, resulting in Lago)-

> Then, set T by splitting Lo (o) in terms of the index. For example, if we want to prune T,,% messages,
weset T = LAQ(O) [KXTm%]

» Advantage: the actual number of pruned messages is ensured to be close to the desired T,,,%.
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Results

Table 2: The average results of 10 experiments on packet routing and wifi access point configuration tasks. For models named
as Gated-*, we adopt dynamic thresholds with 5 = 0.8. The “WAPC.” is the abbreviation of Wifi Access Point Configuration.

Simple Routing  Moderate Routing Complex Routing Simple WAPC.  Complex WAPC.

reward message reward message reward message reward message reward message

CommNet 0.264 100.0% 0.164 100.0% - 100.0% 0.652  100.0% 0.441 100.0%
AMP 0.266  100.0% 0.185 100.0% - 100.0% 0.627 100.0% 0.418 100.0%
ACML 0.317 100.0% 0.263 100.0% - 100.0% 0.665 100.0% 0.480 100.0%
ACML-mean 0.321 100.0% 0.267 100.0% - 100.0% 0.673  100.0% 0.493  100.0%
ACML-attention 0.329  100.0% 0.271 100.0% - 100.0% 0.689  100.0% 0.506 100.0%

ACML (i.e., w/o message pruning) works better than baselines.
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Table 2: The average results of 10 experiments on packet routing and wifi access point configuration tasks. For models named
as Gated-*, we adopt dynamic thresholds with 5 = 0.8. The “WAPC.” is the abbreviation of Wifi Access Point Configuration.

Simple Routing  Moderate Routing Complex Routing Simple WAPC.  Complex WAPC.

reward message reward message reward message reward message reward message

CommNet 0.264 100.0% 0.164 100.0% - 100.0% 0.652  100.0% 0.441 100.0%
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ACML-mean 0.321 100.0% 0.267 100.0% - 100.0% 0.673  100.0% 0.493  100.0%
ACML-attention 0.329  100.0% 0.271 100.0% - 100.0% 0.689  100.0% 0.506 100.0%
Gated-CommNet 0.232 35.2% 0.144 21.7% - 19.8% 0.595 53.1% 0.386 41.8%
Gated-AMP 0.241 46.7% 0.170 35.0% - 81.7% 0.539 57.2% 0.350 32.3%
Gated-ACML 0.288 33.6% 0.239 27.9% - 22.6% 0.610 41.9% 0.411 37.7%
ATOC 0.297 73.7% 0.102 104.6% - 326.1% 0418 136.5% 0.231 393.4%

Gated-ACML (w/ dynamic T) can prune a lot of messages with little
impact on performance.
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Table 2: The average results of 10 experiments on packet routing and wifi access point configuration tasks. For models named
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Table 3: The results of Gated-ACML in packet routing sce-
narios. We adopt a fixed threshold 7' = Laq,,., [K X T %).

Simple Routing  Moderate Routing | Gated-ACML (w/ fixed T) can ensure

pruned reward pruned reward

message decrease message decrease the number Of prune messages |S
0% 2400 -138% 277 -1214% close to the desired T,,,%.
30.0% 27.65%  -4.88%  2998%  -3.25%

T, %

70.0% 66.73% 927%  68.54%  10.06%
80.0% 7914% 14.01%  76.81%  13.25%
90.0% 87.22%  18.60%  85.11%  19.50%
100.0% 100.00%  59.35% 100.00%  65.42%
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Table 3: The results of Gated-ACML in packet routing sce- o 10
narios. We adopt a fixed threshold 7' = Laq,,,) [K X T %] The messages
. , . . s | are distributed
Simple Routing Moderate Routing © . .
T % pruned reward pruned reward . [l | - near the JunCt|On
message decrease message decrease

10.0%  12.19% -846% 11.60% -7.03% ° o g where
20.0% 24.07% -13.59% 22.77% -12.14% < B | . .
300%  27.65% -4.88%  29.98%  -325% % communication
70.0% 66.73% 9.27% 68.54% 10.06% © 02 . rg
80.0%  79.14% 14.01%  76.81%  1325% . is critical for
90.0% 87.22% 18.60% 85.11% 19.50% ; o
100.0% 100.00%  59.35% 100.00%  6542% S0 2 4 6 8 10 12 14 16 18 20 0O safe drivi ng




Conclusion

« We have proposed a gating mechanism, which consists of several key
designs like auxiliary task with appropriate training signal, dynamic and
fixed thresholds, to address the limited bandwidth that has been largely
ignored by previous DRL methods.

« The gating mechanism prunes less beneficial messages in an adaptive
manner, so that the performance can be maintained or even improved with
much fewer messages. (as shown by the experiments on three tasks
developed based on eight real-world scenarios.)

« Furthermore, it is applicable to several previous methods and multi-agent
scenarios with good performance.

« To the best of our knowledge, it is the first method to achieve these in the
multi-agent reinforcement learning community.
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