
Learning Agent Communication 
under Limited Bandwidth 

by Message Pruning



Focus of This Research

We focus on addressing 
the limited bandwidth problem
in multi-agent communication 

by message pruning(MP).



Basic ACML (w/o MP)
Ø ACML combines the merits of the existing methods.

Actor part is similar to 
CommNet, AMP, ATOC

Critic part is similar to 
(ATT-)MADDPG, Coma

ACML is fully observable 
and training stationary 

due to the careful design

Figure 1. The proposed ACML. For clarity, we illustrate this model
with a two-agent example. All components are implemented by DNN.
The red arrows indicate the message exchange process.

However,

the agents have to send 
messages continuously (in 

order to generate one 
action),

regardless of whether the 
messages are beneficial to 

the performance of the 
agent team.



Gated-ACML (w/ MP)
Ø Gated-ACML applies a gating mechanism to adaptively identify less

beneficial messages (for the agent team) and thus to adaptively
prune these messages.

Working procedure:
Ø If g = 1, m⨀𝑔 equals to the original message

m, thus Gated-ACML is equivalent to ACML.

Ø If g = 0, m⨀𝑔 will be a zero vector, which
means that the message can be pruned.

Ø In practice, if the agent has not received a
message when the decision making time
arrived, it will pad zeros automatically. This
design is supported by the message-dropout
technique (AAAI 2019).

Figure 2: The actor part of Gated-ACML. For clarity, we
only show one agent’s structure; we do not show the
critic part because it is the same as that of ACML.

Ø To make the above design work, a suitable p must
be trained for each observation, otherwise
Gated-ACML may degenerate to ACML in the
extreme case where 𝐼(𝑝 > 0.5) ≡ 1.

Ø However, as the indicator function g ← 𝐼(𝑝 > 0.5) is
non-differentiable, it makes the end-to-end
backpropagation method inapplicable.

Ø To bypass the training of the non-differentiable
indicator function, we train the input 𝒑 directly by
the auxiliary task technique (ICLR 2016), which
provides training signal for p explicitly.



Gated-ACML (w/ MP)
Ø Because we want to prune the messages on the premise of

maintaining the performance (which could be measured by the Q-
value in RL), we design the following auxiliary task.

① Let 𝑝 indicate the probability that ∆𝑄 𝑜 = 𝑄 𝑜, 𝑎7 − 𝑄 𝑜, 𝑎9 is larger than 𝑇.

② In this setting, the true label of this auxiliary task can be formulated as:

③ Then we can train 𝑝 by minimizing the following loss function:

𝑌 𝑜< = Ι 𝑄 < 𝑜<, 𝑎<7 >,< 𝑜⃗@<, 𝑎⃗@<7 > − 𝑄 < 𝑜<, 𝑎<9 >,< 𝑜⃗@<, 𝑎⃗@<7 > > 𝑇

𝐿BCD 𝑜< = −𝐸FG[𝑌 𝑜< log𝑝 𝑜< 𝜃FL + (1 − 𝑌 𝑜< )log(1 − 𝑝 𝑜< 𝜃FL )]

The insight: If ∆𝑸 𝒐 is really larger than 𝑻 (i.e., 𝒂𝑪 can obtain at least 𝑻 Q-values that 𝒂𝑰, and 𝒀 𝒐 = 𝟏), the
network should try to generate a probability 𝒑 that is larger than 𝑻𝒑 = 𝟎. 𝟓 to encourage communication.



Key Implementation
Ø The training method relies on correct labels of the auxiliary task.

Ø 𝑄 𝑜, 𝑎7 and 𝑄 𝑜, 𝑎9 can be estimated by setting g=1 and g=0, respectively.

Ø For 𝑇, we propose two methods to set a fixed 𝑇 and a dynamic 𝑇.
Ø The moving average to set a dynamic 𝑇:

Ø

Ø Advantage: 𝑌(𝑜) becomes an adaptive training label even for the same observation o. This is very
important for the dynamically changing environments.

Ø Pre-calculating to set a fixed 𝑇:
Ø First, sort the ∆𝑄(𝑜) of the latest K observations encountered during training, resulting in 𝐿∆Y(F).
Ø Then, set 𝑇 by splitting 𝐿∆Y(F) in terms of the index. For example, if we want to prune 𝑇Z% messages,

we set 𝑇 = 𝐿∆Y(F)[𝐾×𝑇Z%].
Ø Advantage: the actual number of pruned messages is ensured to be close to the desired 𝑇Z%.

𝑌 𝑜< = Ι 𝑄 < 𝑜<, 𝑎<
7 >,< 𝑜⃗@<, 𝑎⃗@<

7 > − 𝑄 < 𝑜<, 𝑎<9 >,< 𝑜⃗@<, 𝑎⃗@<
7 > > 𝑇

𝑇 = 1 − 𝛽 𝑇 @` + 𝛽 𝑄^ < 𝑜<, 𝑎<7 >,< 𝑜⃗@<, 𝑎⃗@<7 > − 𝑄^ < 𝑜<, 𝑎<9 >, < 𝑜⃗@<, 𝑎⃗@<7 >



Environments



Results

ACML (i.e., w/o message pruning) works better than baselines.



Results

Gated-ACML (w/ dynamic 𝑇) can prune a lot of messages with little 
impact on performance.



Results

Gated-ACML (w/ fixed 𝑇) can ensure 
the number of prune messages is 

close to the desired 𝑇Z%.



Results

The messages
are distributed 

near the junction
where

communication
is critical for
safe driving



Conclusion
• We have proposed a gating mechanism, which consists of several key 

designs like auxiliary task with appropriate training signal, dynamic and 
fixed thresholds, to address the limited bandwidth that has been largely 
ignored by previous DRL methods. 

• The gating mechanism prunes less beneficial messages in an adaptive 
manner, so that the performance can be maintained or even improved with 
much fewer messages. (as shown by the experiments on three tasks 
developed based on eight real-world scenarios.)

• Furthermore, it is applicable to several previous methods and multi-agent 
scenarios with good performance. 

• To the best of our knowledge, it is the first method to achieve these in the 
multi-agent reinforcement learning community.
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