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Overview

Motivation: We aim to improve the generalizability of the adversarially trained model and to improve the 
accuracy of the model on both clean data and adversarial examples. 

Our approach: 
We find that the generalization ability of models trained by adversarial training is related to their 
attribution span.  

We propose a method to boost AT, called AGAIN, which is short for Attribution Span EnlarGement and 
Hybrid FeAture FusIoN. It improves the model's generalization by enlarging the learned attribution span. 

Problem: The deep neural networks (DNNs) trained by adversarial training (AT) usually suffered from 
significant robust generalization gap, i.e., DNNs achieve high training robustness but low test robustness.
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Introduction

Methods 1[1, 2]: narrow the generalization gap from 
perspective of weight loss landscapes. 

Methods 2[3, 4]: narrow the generalization gap from 
perspective of training strategies. 

Our approach: narrow the generalization gap from 
perspective of  attribution span.
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Method
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Method

Attribution Span Enlargement (ASE)

Hybrid Feature Fusion (HFF)

Loss Function
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Experiments

White-box Attack
• Results on ResNet-18

• Results on WRN-34-10
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Experiments

Analysis of the Generalization
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Experiments

Visualization
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Conclusion

In this paper, we propose an AT approach based on attribution span enlargement 
and hybrid feature fusion. The method ensures that the model learns robust 
features while paying extra attention to features in other spans, and combines 
feature fusion to improve the accuracy of the model on clean data and 
adversarial examples. Comprehensive experiments show that our method is 
effective and general enough to improve the robustness of the model across 
different AT methods, network architectures and datasets.
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