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Problem: The deep neural networks (DNNs) trained by adversarial training (AT) usually suffered from
significant robust generalization gap, 1.e., DNNs achieve high training robustness but low test robustness.

Motivation: We aim to improve the generalizability of the adversarially trained model and to improve the
accuracy of the model on both clean data and adversarial examples.

Our approach:
We find that the generalization ability of models trained by adversarial training is related to their
attribution span.

We propose a method to boost AT, called AGAIN, which is short for Attribution Span EnlarGement and
Hybrid FeAture FusloN. It improves the model's generalization by enlarging the learned attribution span.
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Methods 11! 2]: narrow the generalization gap from
perspective of weight loss landscapes.
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Methods 2[3:4l: narrow the generalization gap from
perspective of training strategies.

Our approach: narrow the generalization gap from
perspective of attribution span.
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Method
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Figure 2. A visual illustration of our proposed method. It consists of two parts: attribution span enlargement (ASE) and hybrid feature
fusion (HFF). ASE is used in the second last layer of the model; HFF is used before ASE.
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Attribution Span Enlargement (ASE)
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Hybrid Feature Fusion (HFF)

fo=1 - (Ay) + 2 - u(A]) + 73 - w(A]) + 7 - (A7)
6= 0(A) +70(A) +93 - 0(A)) + 74 0(AF)
FeatureFusion(A;) = &Al — A

O'(Al)
Loss Function

L= LCE(FOT’i(XadU)7 y) + LCE<FASE<FOZM(XCLCZU))7 y)
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Experiments

White-box Attack
e Results on ResNet-18

Method Clean  PGD-10 PGD-20 PGD-50 PGD-100 C&W AA
PGD-AT 84.25%  46.88%  46.56%  44.85% 4476%  45.75%  41.69%
MART 81.61% 52.38% 51.28%  50.93% 50.80%  47.77%  46.09%
TRADES 83.64% 52.05%  50.67%  50.38% 50.20%  49.68%  48.41%
FAT 87.32% 4580% 43.53% 43.11% 42.98%  43.50%  40.76%
LBGAT 85.73%  53.12%  52.05% 51.78% 51.68%  50.63%  49.04%
CAS 86.24% 51.38% 51.49% 51.77% 51.04%  53.66%  46.69%
AWP 79.45%  55.04% 54.47%  54.36% 5430%  51.17%  49.40%
LAS-AT 8239% 54.74%  53.70%  53.70% 53.712%  51.96%  49.94%

AGAIN-PGD-AT 87.88% 5487% 5443%  53.62% 53.13%  55.80% 49.31%
AGAIN-MART  87.13%  56.63%  56.00% 55.71% 55.67%  58.56% 50.77%
AGAIN-AWP 86.52% 59.99% 5935% 59.11% 58.85% 61.19% 51.89%

e Results on WRN-34-10

Method Clean PGD-20 PGD-50 C&W AA
MART 83.63% 56.74% 56.44% 53.16% 51.23%
TRADES  8491% 55.78% 55.10% 54.29%  52.95%
FAT 8491% 4991% 49.69% 49.13%  48.01%
AWP 84.12%  58.09% 57.84% 56.08%  53.19%
LAS-AT 86.16% 56.28% 56.07% 55.67%  53.08%
AGAIN-AWP 9031% 62.43% 62.29% 68.13% 53.59%
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Experiments

Analysis of the Generalization
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Visualization
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Conclusion
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In this paper, we propose an AT approach based on attribution span enlargement
and hybrid feature fusion. The method ensures that the model learns robust
features while paying extra attention to features in other spans, and combines
feature fusion to improve the accuracy of the model on clean data and
adversarial examples. Comprehensive experiments show that our method 1s
effective and general enough to improve the robustness of the model across
different AT methods, network architectures and datasets.
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Thank you!
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