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Abstract

Social psychology and real experiences show that cognitive
consistency plays an important role to keep human society
in order: if people have a more consistent cognition about
their environments, they are more likely to achieve better co-
operation. Meanwhile, only cognitive consistency within a
neighborhood matters because humans only interact directly
with their neighbors. Inspired by these observations, we take
the first step to introduce neighborhood cognitive consistency
(NCC) into multi-agent reinforcement learning (MARL). Our
NCC design is quite general and can be easily combined with
existing MARL methods. As examples, we propose neighbor-
hood cognition consistent deep Q-learning and Actor-Critic
to facilitate large-scale multi-agent cooperations. Extensive
experiments on several challenging tasks (i.e., packet rout-
ing, wifi configuration and Google football player control)
justify the superior performance of our methods compared
with state-of-the-art MARL approaches.

Introduction

In social psychology, cognitive consistency theories show
that people usually seek to perceive the environment in a
simple and consistent way (Simon, Snow, and Read 2004;
Russo et al. 2008; Lakkaraju and Speed 2019). If the per-
ceptions are inconsistent, people produce an uncomfortable
feeling (i.e., the cognitive dissonance), and they will change
behaviors to reduce this feeling by making their cognitions
consistent.

Naturally, this also applies to multi-agent systems (Oroo-
jlooyJadid and Hajinezhad 2019; Bear, Kagan, and Rand
2017; Corgnet, Espin, and Hernan-Gonzalez 2015): agents
that maintain consistent cognitions about their environments
are crucial for achieving effective system-level cooperation.
In contrast, it is hard to imagine that the agents without con-
sensuses on their situated environments can cooperate well.
Besides, the fact that agents only interact directly with their
neighbors with local perception indicates that maintaining
neighborhood cognitive consistency is usually sufficient to
guarantee system-level cooperations.
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Inspired by the above observations, we introduce neigh-
borhood cognitive consistency into multi-agent reinforce-
ment learning (MARL) to facilitate agent cooperations.
Compared to recent MARL methods that focus on design-
ing global coordination mechanisms like centralized critic
(Lowe et al. 2017; Foerster et al. 2018; Mao et al. 2019),
joint value factorization (Sunehag et al. 2018; Rashid et
al. 2018; Son et al. 2019) and agent communication (Fo-
erster et al. 2016; Sukhbaatar, Fergus, and others 2016;
Peng et al. 2017), the neighborhood cognitive consistency
takes an alternative but complementary approach of focus-
ing on innovating value network design from a local per-
spective. The benefit is that it can be easily combined with
existing MARL methods to facilitate large-scale agent coop-
erations. As examples, we propose Neighborhood Cognition
Consistent Q-learning and Actor-Critic for practical use.

Specifically, we take three steps to implement the neigh-
borhood cognitive consistency. First, we cast a multi-agent
environment as a graph, and adopt graph convolutional net-
work to extract a high-level representation from the joint ob-
servation of all neighboring agents. Second, we decompose
this high-level representation into an agent-specific cogni-
tive representation and a neighborhood-specific cognitive
representation. Third, we assume that each neighborhood
has a true hidden cognitive variable, then all neighboring
agents learn to align their neighborhood-specific cognitive
representations with this true hidden cognitive variable by
variational inference. As a result, all neighboring agents will
eventually form consistent neighborhood cognitions.

Due to the consistency between neighborhood-specific
cognitions as well as the difference between agent-specific
cognitions, the neighboring agents can achieve coordinated
and still personalized policies based on the combination of
both cognitions. Meanwhile, since some agents belong to
multiple neighborhoods, they are able to act as a bridge for
all agents. Thus, our methods can facilitate the coordination
among a large number of agents at the whole team level.

We evaluate our methods on several challenging tasks.
Experiments show that they not only significantly outper-
form state-of-the-art MARL approaches, but also achieve
greater advantages as the environment complexity grows. In
addition, ablation studies and further analyses are provided



for better understanding of our methods.

Background

DEC-POMDP. We consider a multi-agent setting that can
be formulated as DEC-POMDP (Bernstein et al. 2002). It is
formally defined as a tuple (N, S, A T,R,0,Z, ~), where
N is the number of agents; .S is the set of state; A= A x
Ay x ... AN represents the set of joint action, and A; is the
set of local action that agent ¢ can take; T'(s'|s,d) : S X
A x S — [0,1] represents the state transition function; B =
[Ry,...,Rn] : S x A — RY is the joint reward function;
O = [0, ...,0p] is the set of joint observation controlled
by the observation function Z : S x A — O; y € [0,1] is
the discount factor.

We focus on fully cooperative settings. In a given state
s, each agent takes an action a; based on its observation o;.
The joint action @ = (a;,@—;) results in a new state s’ and a
joint reward ¥ = [rq, ..., rN], where d@_; is the joint action of
teammates of agent 7. In the following, we use r to represent
different r; due to r; = r; in the fully cooperative setting.
The agent aims at learning a policy ;(a;|o;) : O; X A; —
[0, 1] that can maximize E[G] where G is the discount return
defined as G = ZtH:o v'r! and H is the time horizon. In
practice, the agent generates actions based on its observation
history and some neighboring information instead of just the
current observation.

Reinforcement Learning (RL). RL (Sutton and Barto
1998) is generally used to solve special DEC-POMDP
problems where N = 1. In practice, the Q-value (or,
action-value) function is defined as Q(s,a) = E[G|S =
s, A = al, then the optimal action can be derived by a* =
arg max, Q(s,a).

Q-learning (Tan 1993) uses value iteration to update
Q(s, a). To tackle high-dimensional state and action spaces,
Deep Q-network (DQN) (Mnih et al. 2015) represents the
Q-value function with a deep neural network Q(s,a;w).
DQN applies target network and experience replay to stabi-
lize training and to improve data efficiency. The parameters
w are updated by minimising the squared TD error J:

L(w) = Egars~nl(0)?] 4))
§ = r+ymaxQ(s,aw) — Q(s,a;w) (2)

where D is the replay buffer containing recent experience
tuples (s,a,r,s"); Q(s,a;w™) is the target network whose
parameters w~ are periodically updated by copying w.

Deterministic Policy Gradient (DPG) (Silver et al. 2014)
is a special Actor-Critic algorithm where the actor adopts a
deterministic policy pg : S — A and the action space A
is continuous. Deep DPG (DDPG) (Duan et al. 2016) uses
deep neural networks to approximate the actor pg(s) and
the critic Q(s, a;w). Like DQN, DDPG also applies target
network and experience replay to update the critic and actor
based on the following equations:

L(w) = E(s,a,r,s’)ND[((S)Q] (3)
d=r+ PYQ(sla a/; w7)|a’=u9_ (s") — Q(S, a; U}) 4
VQJ(G) = ESND[V&UQ(S) * an(Sv a; w)|a:u9(s)] (5

Methods

We represent a multi-agent environment as a graph GG, where
the nodes of G stand for the agents, and the link between two
nodes represents a relationship, e.g., a communication chan-
nel exists, between corresponding agents. The neighboring
agents linked with agent i are represented as N (i), and each
agent j € N(i) is within the neighborhood of agent 1.

In order to study the neighborhood cognitive consistency,
we define cognition of an agent as its understanding of the
local environment. It includes the observations of all agents
in its neighborhood, as well as the high-level knowledge ex-
tracted from these observations (e.g., learned through deep
neural networks). We also define neighborhood cognitive
consistency as that the neighboring agents have formed sim-
ilar cognitions (e.g., as measured by the similar distribution
of cognition variables) about their neighborhood.

Here, we exploit either Q-learning for discrete actions or
DPG for continuous actions to implement the neighborhood
cognitive consistency. The resulting new methods are named
as NCC-Q and NCC-AC, respectively.

Overall Design of NCC-Q

The network structure of NCC-Q consists of five modules as
shown on the left of Figure 1a.

(1) The fully-connected (FC) module encodes the local
observation o; into a low-level cognition vector h;, which
only contains agent-specific information.

(2) The graph convolutional network (GCN) module ag-
gregates all h; within the neighborhood, and further extracts
a high-level cognition vector H; by:

h:
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As the equation shows, all neighboring agents (including ¢
and N (7)) use the same parameters W to generate H;. This
parameter sharing idea reduces overfitting rick and makes
the method more robust. We also normalize features h; by
|N(5)||N(¢)| instead of by a fixed |N(i)], since it is a
more adaptive way to down-weight high-degree neighbors.
(3) The cognition module decomposes H; into two

branches: A; and C;. In our design, A; represents an agent-
specific cognition, and it should capture the local knowledge
about the agent’s own situation. In contrast, C; represents
the neighborhood-specific cognition, and it should extract
general knowledge about the neighborhood. By decompos-
ing H; into different knowledge branches, the neighborhood
cognitive consistency constraints can be explicitly imposed
on C; to achieve more efficient cooperation among agents.
The implementation details will be covered in next section.

(4) The Q-value module adopts element-wise summation
to aggregate A; and C;. It then generates the Q-value func-
tion Q;(0;, a;) based on the result of summation.

(5) The mixing module sums up all @;(0;, a;) to generate
a joint Q-value function Qyotq1(0, @), which is shared by all
agents. This layer resembles the state-of-the-art VDN (Sune-
hag et al. 2018) and QMIX (Rashid et al. 2018). It not only
provides many benefits like team utility decomposition, but
also guarantees a fair comparison.
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(a) Left: the network structure of NCC-Q. Right: the details of a single agent <.

Variational Autoencoder

(b) The critic structure of NCC-AC.

Figure 1: The network structures of NCC-Q and NCC-AC. For clarity, we show the figures assuming that agent j is the only
neighbor of agent . The red texts indicate the main innovations to implement the neighborhood cognitive consistency. Note

that C is the true hidden cognitive variable that derives observations o; and o,. Notations such as h;, H;, A;, C!*, C¢ and C;
represent the hidden layers of the deep neural networks. ¢ is a random sample from a unit Gaussian, i.e., e ~ N(0, 1).

Neighborhood Cognitive Consistency

In the GCN module, all neighboring agents adopt the same
parameters W to extract ;. In this way, they are more
likely to form consistent neighborhood-specific cognitions

C;. However, this cannot be guaranteed only by a single
GCN module. To this end, we propose a more principle and
practical implementation of neighborhood cognitive consis-
tency. The idea is based on two innovative assumptions.

Assumption 1. For each neighborhood, there is a true
hidden cognitive variable C to derive the observation o; of
each agent j € N (i) N {i}.

To make this assumption easier to understand, we show
the paradigms of DEC-POMDP and our NCC-MARL in
Figure 2. NCC-MARL decomposes the global state S into
several hidden cognitive variables C, and the observations
O; are derived based on (possibly several) C'x. This assump-
tion is very flexible. In small-scale settings where there is
only one neighborhood, C' is reduced to be equivalent with
S, then DEC-POMDP can be viewed as a special case of
NCC-MARL. In large-scale settings, decomposing S into
individual cognitive variables for each neighborhood is more
in line with the reality: the neighboring agents usually have
closer relationship and similar perceptions, so they are more
likely to form consistent cognition about their local environ-
ments. In contrast, describing all agents by a single state is
inaccurate and unrealistic, because agents who are far away
from each other usually have very different observations.

Assumption 2. If the neighboring agents can recover the
true hidden cognitive variable C, they will eventually form
consistent neighborhood cognitions and thus achieve better
cooperations. In other words, the learned cognitive variable

6’: should be similar to the true cognitive variable C'.
We formally formulate the above assumption as follows.

DEC-POMDP

-------------- VG e

Figure 2: In NCC-MARL, the observations O; are generated
based on the hidden cognitive variable C; instead of global
state .S. Here, agent 2 belongs to two neighborhoods.

Supposing each agent i can only observe o; !, there exists a
hidden process p(o;|C'), and we would like to infer C' by:

L pelCp(C) _ plelOw(C)
P(Clo) = = e = Tp@lOp(C)de

However, directly computing the above equation is quite
difficult, so we approximate p(C'|o;) by another distribution
q(Clo;) that has a tractable distribution. The only restriction
is that ¢(C|o;) needs to be similar to p(C|o;). We achieve
this by minimizing the following KL divergence:

min K L(q(Cloy) [p(Co:)) ®)

which equals to maximize the following (Blei, Kucukelbir,
and McAuliffe 2017):

max Eqc|o,) log p(0i|C) — K L(q(Clo;)||p(C)) )

In the above equation, the first term represents the recon-
struction likelihood, and the second term ensures that our
learned distribution ¢(C|o;) is similar to the true prior dis-
tribution p(C'). This can be modelled by a variational au-
toencoder (VAE) as shown on the right of Figure la. The

)

"Note that agent i can also observe h; of its neighboring agents
due to the GCN module. We omit h; to make the notations concise.



encoder of this VAE learns a mapping q(a| 0;; w) from o; to

L

6‘:—. Specifically, rather than directly outputting C;, we adopt
the “reparameterization trick” to sample ¢ from a unit Gaus-
sian, and then shift the sampled ¢ by the latent distribution’s

mean C! and scale it by the latent distribution’s variance
C/‘E’.Thatis to say, C; = 6'? +C/'l?’ ©® e where e ~ N(0,1).
The decoder of this VAE learns a mapping p(0; \a, w) from
C; back to 0;. The loss function to train this VAE is:
min L2(0;, 3;; w) + KL(g(Cylo;; w)|[p(C))  (10)
Comparing Equgt\ion 10 with Equation 9, it can be seen
that the learned ¢(C;|o;; w) is used to approximate the true

q(Clo;). In our method, all neighboring agents are trained
using the same p(C'), therefore they will eventually learn a

cognitive variable a that is aligned well with the true hidden
cognitive variable C, namely, they finally achieve consistent
cognitions at the neighborhood level.

Training Method of NCC-Q

NCC-Q is trained by minimizing two loss functions. First, a
temporal-difference loss (TD-loss) is shared by all agents:

Ltd(w) = E(B,z'i,r,é") [(ytotal - Qtotal (57 (_]:; w))Q}(l 1)
Ytotal = T+ Hlaé}X Qtotal (6,7 d/; wi) (12)

This is analogous to the standard DQN loss shown in Equa-
tion 1 and 2. It encourages all agents to cooperatively pro-
duce a large Q¢,tq1, and thus ensures good agent cooperation
at the whole team level as the training goes on.

Second, a cognitive-dissonance loss (CD-loss) is specified
for each agent i:

Le4(w)=E,,[L2(01, 63; w) + K L(q(Cilog; w)||p(C))] (13)

This is a mini-batch version of Equation 10. It ensures that

cognitive consistency and good agent cooperation can be

achieved at the neighborhood level as the training goes on.
The total loss is a combination of Equation 11 and 13:

Ltotal(,w> _ Ltd(w) + aZévzngd(’w) (14)

Nevertheless, there are two remaining questions about the
CD-loss L¢%(w). (1) The true hidden cognitive variable C
and its distribution p(C') are unknown. (2) If there are multi-
ple agent neighborhoods, how to choose a suitable p(C') for
each neighborhood.

In cases that there is only one neighborhood (e.g., the
number of agents is small), we assume that p(C) follows
a unit Gaussian distribution, which is commonly used in
many variational inference problems. However, if there are
more neighborhoods, it is neither elegant nor appropriate
to apply the same p(C) for all neighborhoods. In practice,
we find that the neighboring agents’ cognitive distribution
q(Cjlo;; w) is a good surrogate for p(C). Specifically, we
approximate the cognitive-dissonance loss by:

LE%(w) =E,, [L2(07, 63 w) + K L(q(Cilog; w)[[p(C))]
~ E,,[L2(0;, 03;w) + (15)

e Zien K L(a(Cilog w)l|a(Cjlog; w))]

This approximation punishes any neighboring agents ¢
and j W/ilh large cog/n\itive dissonance, namely, with a large
KL(g(C;loi;w)||g(Cjloj; w)). Thus, it also guarantees the
neighborhood cognitive consistency. The key intuition be-
hind this approximation is that we do not care about whether
the neighboring agents converge to a specific cognitive dis-
tribution p(C'), as long as they have formed consistent cogni-

tions as measured by a small KL(q(a\oi; w)] |q(6’;|oj; w)).

NCC-AC

NCC-AC adopts an actor-critic architecture like the state-of-
the-art MADDPG (Lowe et al. 2017) and ATT-MADDPG
(Mao et al. 2019) to guarantee fair comparisons. Specif-
ically, each agent ¢ adopts an independent actor g, (0;),
which is exactly the same as (Lowe et al. 2017; Mao et
al. 2019). For the critic Q;({0;,a;),0—_;,d—;;w;) shown in
Figure 1b, two major innovations, namely the GCN module
and cognition module, are designed for achieving neighbor-
hood cognitive consistency and thus good agent cooperation.
Since the two modules share the same idea as our NCC-Q
introduced before, we will not repeat them.

There are some details. (1) Instead of taking action and
observation as a whole, the GCN module integrates the
action and observation separately as shown by the two
branches (i.e., H* and H;) in Figure 1b. (2) We directly ap-
ply h{ to generate the agent-specific cognition variable A,
as shown by the leftmost shortcut connection in Figure 1b.
These designs are helpful for performance empirically.

Like NCC-Q, the critic of NCC-AC is trained by mini-
mizing the combination of L (w;) and L¢?(w;) as follows:

Ly (w;) = Li* (w;) + aL§? (w;) (16)
LiMw;) =Eo,5,.a5,d_sm0,,5)~D[(5:)?] 17)

0 =7 +7Qi((0f, a5), 0, @ 5w )|ar =, _ (o))
~Qil(0i, i), 3y d—i;w;) ag)

L§(w;) = Eo, [L2(0i, 033 wi) + L2(ai, @i wi) + (19)
e Zien e K L(a(Cilos, agswi)lla(Cjlog, ags wy))]

As for the actor of NCC-AC, we extend Equation 5 into
multi-agent formulation as follows:

Vo, J(0i) =E(o,,5_)~D[Ve. 1o, (0;) *
vai Qi(<0i7 ai>7 5f’i7 671’ w’L) |a_7~:,u9j (Oj)] (20)

Experimental Evaluations
Environments

For continuous actions, we adopt the packet routing tasks
proposed by ATT-MADDPG (Mao et al. 2019) to ensure
fair comparison. For discrete actions, we test wifi configu-
ration and Google football environments. In these environ-
ments, the natural topology between agents can be used to
form neighborhoods, therefore we can evaluate our methods
without disturbing by neighborhood formation, which is not
the focus of this work.

Packet Routing. Due to space limitation, we refer the
readers to (Mao et al. 2019) for the background. Here, we
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(e) 10 APs with 35 channels.

(f) 21 APs with 70 channels!

(h) 3-vs-2 scenario.

(g) 2-vs-2 scenario.

Figure 3: The evaluation environments that are developed based on real-world scenarios. (a-c): The small, middle and large
packet routing topologies. (d-f): The small, middle and large wifi configuration topologies. (g-h): The Google football tasks.

only introduce the problem definition. As shown in Figure
3(a-c), the routers are controlled by our NCC-AC model, and
they try to learn a good flow splitting policy to minimize the
Maximum Link Utilization in the whole network (MLU). The
intuition behind this objective is that high link utilization is
undesirable for dealing with bursty traffic. For each router,
the observation includes the flow demands in its buffers, the
estimated link utilization of its direct links during the last
ten steps, the average link utilization of its direct links dur-
ing the last control cycle, and the latest action taken by the
router. The action is the flow rate assigned to each available
path. The reward is 1 — M LU as we want to minimize MLU.

Wifi Configuration. The cornerstone of any wireless net-
work is the access point (AP). The primary job of an AP is
to broadcast a wireless signal that computers can detect and
tune into. The power selection for AP is tedious, and the AP
behaviors differ greatly in various scenarios. The current op-
timization is highly depending on human expertise, but the
expert knowledge cannot deal with interference among APs
and fails to handle dynamic environments.

In the tasks shown in Figure 3(d-f), the APs are con-
trolled by our NCC-Q model. They aim at learning a good
power configuration policy to maximize the Received Sig-
nal Strength Indication (RSSI). In general, larger RSSI indi-
cates better signal quality. For each AP, the observation in-
cludes radio frequency, bandwidth, the rate of package loss,
the number of band, the current number of users in one spe-
cific band, the number of download bytes in ten seconds, the
upload coordinate speed (Mbps), the download coordinate
speed and the latency. An action is the actual power value
specified by an integer between ten and thirty. The reward is
RSSTI and the goal is to maximize accumulated RSSI.

Google Football. In this environment, agents are trained
to play football in an advanced, physics-based 3D simulator.
The environment is very challenging due to high complex-
ity and inner random noise. For each agent, the observation
is the game state encoded with 115 floats, which includes
coordinates of players/ball, player/ball directions and so on.
There are 21 discrete actions including move actions (up,
down, left, right), different ways to kick the ball (short, long
and high passes, shooting), sprint and so on. The reward is

+1 when scoring a goal, and —1 when conceding one to the
opposing team. We refer the readers to (Kurach et al. 2019)
for the details.

We evaluate NCC-Q with two standard scenarios shown
in Figure 3(g-h). In the 2-vs-2 scenario, two of our players
try to score from the edge of the box; one is on the side with
the ball, and next to a defender; the other is at the center,
facing the opponent keeper. In the 3-vs-2 scenario, three of
our players try to score from the edge of the box; one on
each side, and the other at the center; initially, the player at
the center has the ball, and is facing the defender; there is
also an opponent keeper.

Baselines

For continuous actions, we compare NCC-AC with the state-
of-the-art MADDPG (Lowe et al. 2017) and ATT-MADDPG
(Mao et al. 2019). All the three methods apply an indepen-
dent actor for each agent. The differences are that MADDPG
adopts a fully-connected network as centralized critic; ATT-
MADDPG applies an attention mechanism to enhance cen-
tralized critic; NCC-AC utilizes GCN and VAE to design a
centralized critic with neighborhood cognitive consistency.

For discrete actions, we compare NCC-Q with the state-
of-the-art VDN (Sunehag et al. 2018) and QMIX (Rashid et
al. 2018). All the three methods generate a single Q-value
function @; for each agent 4, and then mix all @); into a
Q1tota; shared by all agents. The differences are that NCC-
Q and VDN merge all @; linearly, but QMIX nonlinearly
by “Mixing Network™; at the same time, NCC-Q applies
GCN and VAE to ensure neighborhood cognitive consis-
tency. In addition, the Independent DQN (IDQN) (Tampuu
et al. 2017) and DGN (Jiang, Dun, and Lu 2018) are com-
pared. IDQN learns an independent Q-value function Q; for
each agent ¢ without mixing them. DGN adopts GCN with
multi-head attention and parameter sharing method (i.e., the
same set of network parameters are shared by all agents) to
achieve coordination at the whole team level.

For the ablation study, we compare NCC-AC with Graph-
AC and GCC-AC, and compare NCC-Q with Graph-Q and
GCC-Q. Graph-AC and Graph-Q are trained without con-
sidering cognitive-dissonance loss (CD-loss), so there is no
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(a) Small topology: 6 routers, 4 paths.

(b) Middle topology: 12 routers, 20 paths.

(c) Large topology: 24 routers, 128 paths!

Figure 4: The average results of different packet routing scenarios.

guarantee of cognitive consistency. In contrast, GCC-AC
and GCC-Q are regularized by the Global Cognitive Con-
sistency. That is to say, all neighborhoods share the same
hidden cognitive variable C, and thus all agents will form
consistent cognitions on a global scale.

Settings

In our experiments, the weights of CD-loss are @ = 0.1,
o = 0.1 and o = 0.2 for packet routing, wifi configura-
tion and Google football, respectively. In order to accelerate
learning in Google football, we reduce the action set to {top-
right-move, bottom-right-move, high-pass, shot} during ex-
ploration, and we give a reward 1.0, 0.7 and 0.3 to the last
three actions respectively if the agents score a goal.

Results

Results of Packet Routing. The average rewards of 10 ex-
periments are shown in Figure 4. For the small topology, all
methods achieve good performance. It means that the rout-
ing environments are suitable for testing RL methods.

For the middle topology (with 12 routers and 20 paths),
ATT-MADDPG has better performance than MADDPG due
to its advanced attention mechanism. Nevertheless, NCC-
AC can obtain more rewards than the state-of-the-art ATT-
MADDPG and MADDPG. It verifies the potential ability of
our NCC-AC.

When the evaluation changes to the large topology (with
24 routers and 128 paths), ATT-MADDPG and MADDPG
do not work at all, while NCC-AC can still maintain its per-
formance. It indicates that NCC-AC has better scalability.
The reason is that the interactions among agents become
complicated and intractable when the number of agents be-
comes large. ATT-MADDPG and MADDPG simply treat
all agents as a whole, which can hardly produce a good
control policy. In contrast, NCC-AC decomposes all agents
into much smaller neighborhoods, making agent interactions
much simple and tractable. This property enables NCC-AC
to work well even within a complex environment with an
increasing number of agents.

Results of Wifi and Football. Figure 5a and 5b show the
average rewards of 10 experiments for wifi configuration and
Google football, respectively.
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Figure 5: The average results of wifi and football tasks.

As can be seen, NCC-Q always obtains more rewards than
all other methods in different topologies for both tasks. It
indicates that our method is quite general and robust against
different scenarios.

In addition, DGN achieves good mean rewards because
the homogeneous environments are in favor of the parameter
sharing design. However, DGN usually has a large variance.
The comparison of VDN and QMIX shows that VDN out-
performs QMIX in simple scenarios, while it underperforms
QMIX in complex scenarios. This highlights the relationship
among method performance, method complexity and task
complexity. IDQN is always the worst one because it does
not have any explicit coordination mechanism (like joint Q
decomposition in VDN and QMIX, or agent decomposition
in DGN and NCC-Q), which in turn shows the necessity of
coordination mechanisms in large-scale settings.

Ablation Study on Cognitive Consistency. The average
results of packet routing tasks are shown in Figure 6. NCC-
AC works better than Graph-AC in all topologies, while the
performance of GCC-AC turns out to be unsatisfactory. It
means that the neighborhood cognitive consistency (rather
than global consistency or without consistency) really plays
a critical role for achieving good results. Besides, GCC-AC
works worse than Graph-AC in all topologies, which implies
that it is harmful to enforce global cognitive consistency in
the packet routing scenarios.

The results of wifi and football tasks are shown in Figure
7. NCC-Q has better performance than Graph-Q and GCC-
Q, which is consistent with the results of routing scenarios.
Thus, we draw the same conclusion that neighborhood cog-
nitive consistency is the main reason for the good perfor-
mance of NCC-Q. However, in contrast to the unsatisfactory
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Figure 6: The ablation results of packet routing tasks.
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Figure 7: The ablation results of wifi configuration and
Google football tasks. For Google football, there is only one
neighborhood, therefore GCC-Q is equivalent to NCC-Q.

results of GCC-AC in routing tasks, GCC-Q works pretty
good (e.g., comparable with the state-of-the-art VDN and
QMIX) in the wifi tasks. This is because the agents are ho-
mogeneous in wifi environments. They are more likely to
form consistent cognitions on a global scale even without
“CD-loss”, which makes GCC-Q a reasonable method.
Overall, approaches with neighborhood cognitive consis-
tency always work well in different scenarios, but methods
with global cognitive consistency or without cognitive con-
sistency can only achieve good results in specific tasks.
Further Analysis on Cognitive Consistency. We further
verify how neighborhood cognitive consistency affects the
learning process by training our methods with different loss
settings: (1) only TD-loss, (2) the combination of TD-loss
with CD-loss. The analyses are conducted based on the 2-
vs-2 football scenario, because it is easy to understand by
humans, and similar results can be found for other settings.
We test two difficulty levels specified by game configura-
tions 2: “game _difficulty=0.6" and “game_difficulty=0.9".
For “game_difficulty=0.6", the learning curves are shown
in Figure 8. First, we can see that the mean rewards become
greater and the cognition values of different agents become
more consistent as the training goes on. Second, “TD-loss +
CD-loss” achieves greater rewards and more consistent cog-
nition values than a single “TD-loss”. The results indicate
that the proposed “CD-loss” plays a critical role to accel-
erate the formation of cognitive consistency and thus better
agent cooperations in the low-difficulty scenario.
For “game_difficulty=0.9", the learning curves are shown
in Figure 9. As can be observed, the mean rewards of “TD-
loss” are very small, and the corresponding cognition values

Zhttps://github.com/google-research/football/blob/master/
gfootball/env/config.py
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Figure 8: The results of different loss settings for the 2-vs-2
football scenario with “game_difficulty=0.6". In Figure (b),
the cognition value stands for the arithmetic mean of all ele-
ments in variable C;; besides, there are two curves belonging
to two agents for each loss setting.
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Figure 9: The results of different loss settings for the 2-vs-2
football scenario with “game _difficulty=0.9".

of the agents are very inconsistent. In contrast, the rewards
of “TD-loss + CD-loss” are much greater than that of a sin-
gle “TD-loss”; correspondingly, “TD-loss + CD-loss” gen-
erates much more consistent cognition values for the agents.
The results imply that cognitive consistency is critical for
good performance in the high-difficulty setting, where “CD-
loss” has the ability to guarantee the formation of cognitive
consistency and thus better agent cooperations.

Considering all experiments, the most important lesson
learned here is that there is usually a close relationship (e.g.,
positive correlation) between agent cooperation and agent
cognitive consistency: if the agents have formed more sim-
ilar and consistent cognition values, they are more likely to
achieve better cooperations.

Conclusion

Inspired by both social psychology and real experiences, this
paper introduces two novel neighborhood cognition consis-
tent reinforcement learning methods, NCC-Q and NCC-AC,
to facilitate large-scale agent cooperations. Our methods as-
sume a hidden cognitive variable in each neighborhood, then
infer this hidden cognitive variable by variational inference.
As aresult, all neighboring agents will eventually form con-
sistent neighborhood cognitions and achieve good cooper-
ations. We evaluate our methods on three tasks developed
based on eight real-world scenarios. Extensive results show
that they not only outperform the state-of-the-art methods by
a clear margin, but also achieve good scalability in routing
tasks. Moreover, ablation studies and further analyses are
provided for better understanding of our methods.
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